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Abstract: Schizophrenia (SCZ) detection is having an effect on numerous tests and for individuals 

cordial lives speedy and specific commitment is crucial. Scans from multimodal devices indicate 

dissimilar outcomes of schizophrenia. Schizophrenia classifier generated on the attained accurate data 

is by many tasks of the ML techniques. These are collected simultaneously bearing the subsequent facts 

– (1) the ML algorithm set up that was used. (2) the calculations describing the aspects in the procedure 

and (3) the method by which opening data was procured. Using the magnetic resonance imaging (MRI) 

facts, the aspects of classifiers are taken out such as the gray matter volume (GMV) and amplitude of 

low-frequency fluctuations (ALFF) to discriminate the three subtypes of SCZ from the eXteme gradient 

boosting (XGBoost) classifier. Then, the Dempster–Shafer (DS) Theory of evidence is put in to attain 

blend to disclose the significant probability tasks put up on the restores of divergent classifiers. The 

three labellings are deficit schizophrenia (DS), nondeficit schizophrenia (NDS) and healthy control 

(HC) that have to be put down to all warehoused subject in analysis. Thus, research shows that a hyper-

parameter optimization system that yields superior realization in smaller amount of time than the 

present-day Grid search technique is over and done with the Harmony Search (HS) to the prevailing 

XGBoost procedure with SZ detection for sub-types analysis is inferred. A rational study reveals that 

the proposed HSXGBM peaks the modern methodologies. Established on this type of data, HSXGBM 

is capable to forecast the probability of being intentional for either DS, NDS or HC with 84.88% 

accuracy. But this is yet to be improved with advanced approaches so that SCZ prediction will be quiet 

better in forthcoming research works. 

 

Index Terms: Multi-Class Classification Ml Algorithm – Extreme Gradient Boosting Method, 

Amplitude Of Low-Frequency Fluctuations (Alff ) And Gray Matter Volume (Gmv),  Deficit 

Schizophrenia (Ds) And Non-Deficit Schizophrenia (Nds), Healthy Control (Hc) And Meta-Heuristic 

Optimization Harmony Search Algorithm. 

 

1. INTRODUCTION 

 

Schizophrenia (SCZ) disease will have impact causing issues in all extents of life involving the individuals with their 

family, societal, educational, and professional performance. If a collection of effectual care opportunities are 

committed, no less than one in three persons with schizophrenia will be capable of regaining totally [1]. Schizophrenia 

is deliberated as a chronic psychological health disorder that subsists on a continuum that includes Simple, Paranoid, 

Disorganized/ Hebephrenic, Catatonic, Undifferentiated, Residual, Cenesthopathic, Unspecified schizophrenia, 
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including schizoaffective, delusional, brief psychotic, schizophreniform, schizoaffective disorder and many more. 

Therefore it’s no longer diagnosed with subtypes [2]. Schizophrenia analysis is influenced by a number of tests and 

for those amiable lives prompt and precise involvement is vital [3]. EEG spectral analysis and CT, MRI, PET, and 

DTI scans show different effects of schizophrenia. SZ is categorized by considering the data prototypes with certain 

indicative specifications by ML approaches. These data are created and accumulated from numerous bases, for 

instance from individuals records, brain imaging scans, or yet from social media put ups. As a result its fast diagnosis 

is the need of the hour, as its cure will be earlier [4]. 

ML for medical analysis aids discovering SZ disorders in the earliest phases. Schizophrenia classification created 

on the acquired precise data is by numerous uses of the ML methods. These are clustered together taking into 

the following considerations – (1) the set up ML algorithm that was depleted. (2) the estimates defining the 

attributes in the algorithm and (3) in what way the entry data was acquired.  

LR, AB, XGBoost, SVM, LDA, KNN, DT, RF, ANN, Feed forward Neural network, MLP, DNN, CNN, and many 

more algorithms were used for Schizophrenia prediction [5]. This effort emphases on the classification of sick clients 

with schizophrenia via an XGB (eXtreme Gradient Boosting) algorithm. It is a supervised and a alternate of gradient 

boosting, is retained for its power in enriching rapidity and implementation together in this ML model. SOCR Data 

Oct2009 ID NI dataset open for everyone and it is dealt for research investigation. XGBM classify the three subtypes 

of SZ by assessing the MRI data, but GMV and amplitude ALFF are obtained as the indications of classifiers. Next, 

the Dempster–Shafer (DS) theory of evidence is applied to realize blend to uncover the key likelihood remits built on 

the returns of dissimilar classifiers. The three categorizations are deficit schizophrenia (DS), and nondeficit 

schizophrenia (NDS) from healthy control (HC) that have to be ascribed to every single stored area under discussion 

[6]. 

Explore the blend of hyperparameters that produces superior execution and an extensive variety of search techniques 

that includes Manual, Grid, Random, Bayesian and Harmony   that are implemented. To evade inefficiency owing to 

time exhausting procedure, it is essential to analyze the method to discover an optimized blend of hyperparameters 

imparting reliable enactment in less time. So, amid of numerous optimization algorithms, the willed simple harmony 

search (HS) in hybridization of XGBoost than the conventional techniques, and HS efficiently seeks for solutions. As 

a result, in this research, an optimization technique that finetunes hyperparameter and returns better accomplishment 

in a limited time than the current Grid search technique is through using the HS to the prevailing XGBoost technique 

with SZ detection for pattern subtypes detection is implied [7]. A fair analysis reveals that the recommended approach 

tops the current approaches. 

 

2. RELATED WORKS 

 

Research categorize SCZ foci from HCs, image handling as well as ML methods built using sMRI are taken up 

to aid assessment of SCZ implying that XGBoost are having the following characteristics: namely, (1) a superior 

generality power and (2) prevents over-fitting proficiently, is suitable than the other ML techniques [8]. This 

appraisal is responsible for the investigation variance and imminent scale of this SCZ detection task that aid 

scholars to work on innovative paradigms for their future role to the same SCZ verdict [9]. The fusion system’s 

accuracy is superior than the categorizer formed by using the GMV or else ALFF in the concerned datasets that 

are small. The enhanced multiclassification scheme‘s accuracy rate put up on fused Xgboost procedure is better 

than erstwhile ML techniques that is capable of contributing beyond in the analysis of clinical SCZ [6]. In this 

review, it was made known that the textural attributes of the five pre-set sections, as a replacement for the entire 

brain, are significant markers in labelling schizophrenia [10]. A meta-analysis, large-sample research on the 

variations in ALFF plus ReHo in SCZ was implemented and the SCZ patients exhibited the outcomes that put 

forward in the brain striatum an escalated free activity, medial temporal, and medial prefrontal cortices and a 

lessened activity in the others that includes, sensorimotor, posterior parietal and occipital cortices.These results 

will be useful to illustrate the pathophysiological postulate and to supervise future investigations [11]. 

Thus HS has revealed hopeful implementation in resolving complex optimization challenges, thus various 

editions of this procedure were established. In the near future, HS is employed to additional real-time 

optimization issues [12]. Few versions of HS is as follows: In this research work, application of HS and IHS 

algorithms to solve EDPs has been investigated [13]. This manuscript takes on three types of execution measures 

to equate the shortest path problem functionings of PSO, HSA and IHSA procedure. Based on the test case 

effects, IHSA has a better performance than the others and therefore that was used in the shortest path problems 

[14]. Distillation HSA has the pros of a top condition solution, with a reduction of computing time, and better 
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consistency that progresses the optimization competence and value that in addition stimulates the optimization 

tactics for erstwhile procedures [15]. 

 

3. DESCRIPTION OF THE PREVAILING WORKS 

 

To perform research on the existing ML-based optimized approaches that offers tools, where users can construct, 

estimate and investigate important characteristics associated to SCZ diagnosis and analysis. The purpose of this 

exploration work is to use diverse metrics and evidence so as to afford a ML design that guesstimates and affords 

understandings to direct a suitable forecasting in SCZ detection. Above and beyond that an instinctive and adaptable 

interface has been industrialized to deliver an indication of the SCZ being investigated and its forecasts. Furthermore, 

this tool was integrated with Harmony search algorithm (HSA) in order to provide a proactive precise predictive 

system based on the SCZ analysis [4, 5, 6, 7, 8, 9, 10, 11, 12]. 

The tool functioning evaluation, accuracy, and drawbacks and the ML design is also specified, including measures to 

assess precise ML execution metrics (e.g., Accuracy, Precision, Recall, Area Under the Curve (AUC), & F1 score). 

In addition, research was conducted based on real-world scenarios and facts obtained from a dataset. Once the interface 

was stated, an assessment was piloted to show facts of the practicality and accuracy of the anticipated solution giving 

a technological outline of the methodology trailed in these fundamental works. In precise, the high-tech 

implementation of each component is open with the proposal and evolvement of this ML simulation. Then it proposes 

an assessment of the ML-based tool for SCZ review and is responsible for a performance appraisal of the advanced 

optimized ML prototype as well as open with many analyses about potential challenges of the present prototypes – 

XGBoost and optimization by HS [4, 5, 6, 7, 8, 9, 10, 11, 12]. Yet, it is obviously detected by the cells close to the 

sloping where the XGBoost recorded somewhat inferior than HSXGBM. Finally, summarizes and completes the 

manuscript giving a stance for the imminent work so that it augments the solution. HSXGBM: Designed and 

implemented for HS optimization based XGB ML procedure that have been trained, tuned using Metaheuristic HS 

procedure and thoroughly tested. 

 

4. DEPICTION OF THE PROPOSED WORK 

 

The HSXGBM Approach 

HSXGBM: Designed and implemented an Ensemble distributed gradient-boosted decision tree ML procedure 

XGBoost that was optimized with HS that was trained, tuned and thoroughly tested. A qualitative SCZ implication 

is performed by the exploration of this  approach. The outcome gives an elevated framework of this HSXGBM 

architecture along with clarifications of all modules involved in this investigation work. Subsequently, the ML-

based SCZ appraisal workflow is defined and the span of each phase is explicitly stated. At last, the particulars 

on the incorporation with the HS’s was made available. 

Figure 1. presents an advanced-level architecture outline and draws attention to the system modules’ collaborations.  

Step 1: the handler gets into the dashboard by using any browser even without the necessitate of an account. An 

approach that supports the web based Graphical User Interface, total outlook of SCZ-allied KPIs DS, NDS, HC, 

and many more at one go was set up, the essential properties associated to the MRI SCZ categorization intensify 

the categorization rate and enhanced estimation, GMV and ALFF. Likewise, the user may alter both contextual 

data with the  further vital parameters used for the SCZ appraisal via the web-based interface. 

So as to customize the data specified by the user to achieve SCZ predictions, an extra layer is involved that is 

carried out by the Middleware (Step 2). Precisely, once the request given by the client (patient) is established, 

the Request Processor handles it and promotes the data to the Profile Evaluator, which is  reliable for getting 

in touch with the ML prototype, assessing the prediction reaction, and, when definite state of affairs are realized, 

by ascertaining a link with SCZ Measurement (Future work as Step 6). 

To make an tangible SCZ forecast, a call for the SCZ Categorizer is forwarded that is a prediction assistance 

involved in its Layer (Step 3) and is effectively exercised to reveal the trained ML simulations. Furthermore, its 

layer too put in storage the trained ML prototypes along with the Data Scalers that normalizes the recorded data 

intensifying the forecast accuracy. 

The means of training, substantiating and testing the ML simulations proceeds in the workflow Layer of ML 

(Step 4) and is normally done by firm’s data scientists. In short, the Data Generator module resets the data  

obtained from the considered dataset that is handled by the Data Processor utilized by the Model Builder for 

training, substantiating, testing, and forming the models. Every stage of the ML Workflow is defined with 
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adequate level of specifications. To sum up, the interface pointed by Step 5 gives a monitoring for ensuring the 

position of the deployed models, saving model-precise metadata, for instance, accuracy as well as other metrics 

on the predicted amenity. 

SCZ Assessment Venture : In Figure 1 - Step 4 by the process of proposing and implementing SCZ estimation an 

innovative HSXGBoost ML venture is launched.  

A flow chart of this supervised ML roadmap implemented in this research plays a vital role in the part of the solution 

displayed in Figure 2. Next to enigma definition, the furthermost significant phase is data pooling that is normally 

done by sensors or many other unique bases, then finally warehoused for advanced dealings. Still, in this domain, 

concerns either don’t reveal any kind of facts at all or in few circumstances they announce an amount of reports that 

are every so often inadequate and challenging to mine significant and remarkable outcomes of SCZ magnitudes. On 

purpose these were evaluated and executed to tackle this dispute.  

Data Buildup: Facts are formed by the principles that try to exceed the statistical entities of the new data and is poor 

in exposing any authentic facts about the topics. By in-depth exploration and review of SCZs and their equivalent 

appropriate facts, the subsequent GMV and ALFF parameters that are to be exercised as a base for this research were 

set apart:  

Subject, Age, Sex, TBV, DX, FS_IQ, WMV, GMV, CSF, Background, L_superior_frontal_gyrus, 

R_superior_frontal_gyrus, ..., brainstem: 56 regional cortical and subcortical volumes (structural region names 

are fixed in the column heading). 

                    𝐴𝐿𝐹𝐹(𝑥) = √𝜎2(𝑥)                                                 (1) 

   

 𝜎2(𝑥) =
1

𝑁
∑ (ℎ(𝑡) ∗ 𝑆(𝑥, 𝑡) − 𝜇(𝑥))2

𝑡         (2) 

 𝜇(𝑥) =
1

𝑁
∑ (ℎ(𝑡) ∗ 𝑆(𝑥, 𝑡))𝑡             (3) 

The final parameter signifies the quantifiable SCZ estimation values put together on the ancient historical set 

parameters. While the data initiation practise is intended to create old records of people who are in similar, also the 

value of the SCZ column can be resulting from earlier prescribed or custom-made intuitive SCZ measurement 

practises.The any one of the three: “DS ”, “NDS” or “HC” is the fit in SCZ estimated value. 

In directive to produce the information pointed out over, certain notions were rendered. Originally, higher/down 

limits for every column were stated, so that all produced amounts are well available in the distinct range. The Table  

provides an outline of the defined boundaries along with the instance of estimates for every single engendered facts 

in [6]. 

For supervised learning to function, the dataset is essential to be put labels on. Thus, the calculated SCZ yield is 

represented to either a “DS”, “NDS” or “HC” class. Yet, a physical labeling procedure is high-priced, ever since the 

created dataset embraces thousands of records.  

Data Processing: The moment adequate data have been created, the dispensation stage onsets. The ML systems need 

early leading step because they will not work with raw data. To begin with the categorical variable accessible in the 

dataset exchanged with. In particular, variables alike “patient exercising level” and “ fringe SCZ detection” stand for 

numerical values that are at ease for ML processes to function with. 

An outlying normalization is insisted on that is induced by the preferred ML process and the scaling data is profound 

on a bounds [0, 1]. Few ML systems are highly subtle to aspects with fluctuating degrees of magnitude, limit and 

entities. The dataset for this research contains“GMV”, “ALFF” facets and meld unique bounds and training insightful 

prototypes on unscaled data  that led to poor execution and accuracy. 
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          Frontend                                                   On-Premise / Cloud Backend 

 
Figure 1. Architecture overview 

 
Figure 2. Supervised & Ensemble Learning ML Venture 

 

Here outcome is a normalized procedure    noted as Min-Max scaling was utilized and is stated by the subsequent 

formula: 

                           𝑥𝑠𝑐𝑎𝑙𝑒𝑑 =
𝑥 − 𝑚𝑖𝑛(𝑥)

𝑚𝑎𝑥(𝑥) − 𝑚𝑖𝑛(𝑥)
                              (4) 

                                                      

This Min-Max normalization practice is used to the intact dataset but then only to the “features”, to be precise every 

column excluding “SCZ” that have the three classes as output and is based on which their future predictions are be 

prepared. The latest step in the administering stage consists of departing the dataset into a training, substantiation and 
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test set, as seen in Figure 1. 

Multi-Class Classification Algorithms 

In ML, Multi-Class Categorization algorithms (MCC) intents to workout obstacles of categorizing illustrations into a 

single one of three or more productivity categories. In the prototype adoptation phase found in Figure. 2, the prevalent 

MMC approaches are preferred for handling qualitative SCZ estimations. The focal goal is to enterprise and foster 

ML prototypes that is established on the authentic apt facts making precise qualitative SCZ estimation forecasts 

beyond administering the frame by arranging continual evaluation established on the input data. 

The Supervised Learning (SL) method based Extreme Gradient Boosting Method (XGBM) for Multi-class 

categorization and a Meta-heuristic fine-tuning approach are the prevailing solutions.  

Combining these two prevailing algorithms into a cohesive new suggested model for categorization is used as the 

proposed solution. 

Proposed HS + XGBM algorithms 

 XGBM will be able to carry out parallel preprocessing of every node to conserve time and acquire swift 

predictions/decisions. These technologies similarly realize the suggestion (i.e. if a node is be positioned on the left 

or right of the DT) inevitably. 

XGboost is an augmented adaptation of the gradient boosting in ML that performs parallel progression, searching 

for the absent data repeatedly to be further memory proficient dealing with a huge dataset. 

XGBoost is an enhanced version of gradient boosting procedure. It is more rapid, as well as more serviceable than 

GBM. It make even or more even progressions that are functional to the GBM that’s the reason it renders rapid and 

proficient training to the available data points. 

Correspondingly XGBoost don’t search the absent data points, as they hold the efficacy in resolving the node 

placing position in the tree. 

Both adept with enormous datasets, however XGBoost promotes time and memory efficiency. 

XGBoost Benefits  

Extraordinarily precise, Effective, Efficient, Scalable, Proficient, Flexible, Making Regular, Understandable and 

freely available. 

Algorithm for XGBM:  

Step 1: Put up an Early Forecast as well as Compute Leftovers. 

Step 2: Construct Tree using XGBoost.  

Step 3: Crop it.  

Step 4: Calculate the Outcomes of Leaves. 

Step 5: Make the Fresh Predictions.  

Step 6: Calculate Leftovers with these Fresh Predictions. 

Step 7: Repeat the Steps from Step 2 to Step 6. 

HSA: A general public-based meta-heuristic search approach that is motivated by the fact that musicians 

continually regulate the pitch of their gadgets to realize a striking harmonic condition. It mostly has a insignificant 

amount of amendable parameters that is easy to implement. 

The pros of HS primarily comprise of the following: (1) Not necessary to set the determination variables, (2) A 

small number of control parameters are essential for optimizing, (3) Derived data is not necessary. (4) Simple for 

realizing. (5) Incremental depiction of a result to a certain obstacle. (6) This obstacle is fragmented to less 

significant portions or moves, so simpler for computer programmer to alter it as a real program. (7) Aid discovering 

results to obstacles earlier than the traditional approaches, done with least data. (8) Find results to obstacles that 

are challenging to articulate scientifically. 

Algorithm for HS Technique:  

Step 1: Start the optimization by picking out its parameters. Index f(x) (objective function). Opt for the decisive 

variables with their limits. 

Outlining system's parameters: Harmony Memory Size, Consideration Rate, Pitch Adjusting Rate and Maximum 

number of iterations. 

Step 2: Interpreting Harmony Memory Matrix Production using random numbers that revere the limits fixed for the 

decisive variables, to load the Harmony Memory Matrix. 

Sorting it based on the execution of all harmony. 

Step 3: Formation of a latest harmony customizing the three procedures: Aid (a) Harmony Memory Consideration 

Rate (b) Pitch adjusting rate and (c) Improvisation 

Step 3.1: Is the finale norm realized? If Yes Stop & End else No then Goto Step 3. 
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Step 3.2: Is the latest harmony enhanced than the direst kept in the Harmony Memory? 

  If Yes then Goto Step 4 or else No then Goto Step 3.1. 

Step 4: The Harmony Memory is refreshed then Goto Step 3.1. 

Architecture :  

 

XGBM MRI data (GVM, ALFF & Blend)                HSA                   DS, NDS, HC 

 

 

5. EVALUATION OF RESULTS 

 

Performance metrics:  These data that are normally estimated based on the conventional intents is avaliable in 

the trailing tables. 

Table 1. Computed Accuracy for XGBM & HSXGBM 

ML Model XGBoost (GMV) XGBoost (ALFF) XGBoost (Blend) XGBoost + HS 

Accuracy  64.51% 69.83% 72.36% 84.88% 

Table 2. Calculated XGBM & HSXGBM Measures 

ML Model XGBoost (GMV) XGBoost 

(ALFF) 

XGBoost (Blend) XGBoost + HS 

Precision 61.38% 63.64% 68.12% 76.78% 

Recall 64.55% 69.21% 74.86% 87.96% 

F1-Score 0.5613 0.6321 0.6787 0.7545 

AUC 0.7732 0.8411 0.8936 0.9241 

 

Furthermore, the evaluation of the XGBM ML algorithm is presented and demonstrated that for a dataset using 

Python programming with its libraries – Numpy, Tensorflow and Pytorch, HSXGBM achieve a slightly higher 

accuracy. Nonetheless, the sampling approach for learning from imbalanced ML algorithm dataset executed good, 

also in maximum instances it realized about 85% accuracy. Likewise, the yielded extents too proven all over again 

that the reviewed ML system was capable of classifying most illustrations rightly. Further significant metrics too 

supplied useful insights into the ML system performance for all output category. 

These days the prime constraint is the deficiency of real-life datasets for training the ML systems exercised in this 

research. To moderately disable this constraint and sustain the value of the model, a 

https://wiki.socr.umich.edu/index.php/SOCR_Data_Oct2009_ID_NI dataset was obtained. However, while this data 

have various properties and aspects that is mostly very tough to build superior-quality data for complicated problems. 

If this dataset that is created don‘t pair with its activities and effects of the real-life dataset, then it will undesirably 

influence the functioning of the trained ML prototypes. 

Lastly, XGBM is used to assess the SCZ of only two types, namely DS and NDS from HC. To address the limitation 

of classifying accuracy, the current prototype was designed to be easily extensible, meaning that new model XGBM 

was integrated with HSA trained specifically for classifying different types of SCZs i.e., it is capable of simply be 

unified as the present-day outcome. 

 

6. CONCLUSIONS & FUTURE SCOPE 

 

The foremost aim of this exploration work was to propose and realize HSXGBM, a XGBM ML-based HSA optimized 

means for reinforcing the SCZ estimation practice. Initially, the SCZ evaluation venture was devised that had several 

essential steps put in a nutshell such as data gathering, pre-processing, XGBM ML simulation selection, HSA 

optimization as well as operational assessment. In precise, this research looked into the pertinence of a XGBM ML 

algorithm for predicting and reviewing the possibility of SCZs. Based on this reason, a dataset was obtained and then 

using it training and testing stages of all the XGBM ML prototype were implemented. once examined and validated, 

this classifier is combined with HSA that showed an advanced classifier largely utilized by the GUI for SCZ diagnosis. 

The implemented system will review the SCZ for MRI scans, namely GMV, ALFF and their blend. The simulation 

for this expects a precise set of properties, that are stated as a profile or its related facts. Put together on this type of 

data, HSXGBM is equipped in predicting the probability of one or the other of both DS or NDS from HC with 84.88% 

accuracy. But this accuracy is to be improved so that SCZ prediction will be still more better.  

Future work includes researching and investigating factors that may contribute in developing SCZ-specific ML 
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simulations, i.e., proficient prototypes that are wholly specialized to judge the distinctive types of SCZs, set aside for 

a more broad review phase. Additionally, experimental yardsticks are required for estimating the feats and functioning 

of the ML simulations currently realized in HSXGBM on open real-life datasets. Likewise, the opportunity of 

accumulating prediction comment will be dealt with in future findings to ascertain if the functioning as well as by and 

large accuracy of the ML simulations be advantageous on or after it. Future work will also survey the quality of vast 

SCZ checking, where the KPIs (key performance indicators) are regularly stored,then pre-set and nonstop SCZ 

reviews so as to appraise the likelihood of volatile SCZ accountabilities. Above and beyond that this modern-day 

prototypes too aids the consolidation with a suggested feature handling established using the profile, furthermore, 

affected by the computed SCZ that is to be executed as the future work in this proposed HSXGBM based SCZ 

diagnosis and analysis system. 
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