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Summary

Large Language Models (LLMs) have revolutionized artificial intelligence, enabling the
generation of coherent and contextually relevant text. However, evaluating your performance
requires robust metrics tailored to various tasks. This article discusses the most commonly used
metrics to compare LLMs, such as Perplexity, BLEU, ROUGE, F1-Score, and Human
Assessment, highlighting their advantages and limitations. Through a systematic literature
review and comparative analysis, the most appropriate metrics for specific tasks, such as
machine translation, text summarization, and dialogue, are identified. The results show that,
although automatic metrics are useful, Human Assessment is still indispensable to capture
qualitative aspects such as consistency and fluency. This work contributes to the field by
proposing an integrated framework for the evaluation of LLMs, combining automatic and
human metrics, and suggests future lines of research to improve accuracy and ethics in text
generation.

Keywords: Large Language Models, evaluation metrics, text generation, artificial intelligence,
human evaluation, innovation.

1. INTRODUCTION

Large Language Models (LLMs) have transformed artificial intelligence, enabling significant advances in tasks
such as machine translation, text summarization, and dialogue generation. However, evaluating its performance
is a complex challenge, as the quality of the generated text depends on multiple factors, such as consistency,
relevance, and fluency. With the above idea in mind, Kumar (2024) he mentions that LLMs have the ability
to revolutionize both the scientific and social sciences by accelerating research, improving the discovery
process, and fostering interdisciplinary collaboration.

According to LLMs' capabilities as versatile problem-solving tools have led to their expansion beyond simple
chatbots (OpenAl 2023). They are now used as assistants or even as replacements for human workers or
traditional tools in industries such as healthcare, banking, and education. This article addresses the problem of
the evaluation of LLMs, proposing a comparative analysis of the most commonly used metrics in the literature.
The central question of this research is: What are the most effective metrics for evaluating and comparing LLMs
on different tasks? The objective is to identify the most appropriate metrics to measure the quality of the text
generated, considering both quantitative and qualitative aspects. This work is structured in five sections:
theoretical framework, methodology, results, discussion and conclusions.
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2. THEORETICAL FRAMEWORK

2.1. Background of Large Language Models (LLMs)

(Vaswani et al., 2017) Large Language Models (LLMs) represent one of the most significant advancements in
the field of artificial intelligence (AI) and natural language processing (NLP). These models, based on deep
neural network architectures, have evolved from traditional statistical approaches, such as n-gram models, to
modern transformer-based models. For their part,  Min et al. (2024) they mention that these Artificial
Intelligence (Al) systems are built on millions or even billions of parameters, taking advantage of advanced
machine learning techniques such as self-monitoring and instructional learning. For LLMs they possess an
impressive ability to process and generate text in a human-like manner, offering unprecedented opportunities
to improve and streamline traditional research methodologies, including the development of scales. In this area,
LLMs have the potential to strengthen and even transform the process, assisting in item generation, semantic
analysis, and preliminary evaluation of content validity. Ke and Ng (2025)

One of the most important milestones in this evolution was the introduction of GPT (Generative Pre-trained
Transformer) by OpenAl, which demonstrated that models pre-trained on large volumes of data could generate
coherent and contextually relevant text (Radford et al., 2018) . Subsequently, models such as BERT
(Bidirectional Encoder Representations from Transformers) introduced the concept of bidirectionality, allowing
a deeper understanding of the linguistic context. (Devlin et al., 2019)

These advancements have allowed LLMs to apply themselves in a wide range of tasks, from machine translation
and text summarization to generating dialogues and answering questions. However, their increasing complexity
and capacity have posed significant challenges in terms of evaluation, as traditional metrics do not always
capture the quality of the text generated effectively.

Some studies related to LLMs show the increase in capacity and popularity, driving their application in new
domains, including their use as replacements for human participants in computational social science, user
testing, annotation tasks, among others. For example, the study of (Wang et al., 2025) those who analyze the
limitations of Large Language Models (LLMs) as replacements for human participants in social research. The
study empirically demonstrates, with 3,200 participants and 16 demographic identities, that LLMs distort and
simplify representations of demographic groups.

(Mendel et al., 2025) examines how ordinary people use and perceive Large Language Models (LLMs) like
ChatGPT and search engines like Google for health queries. The frequency of use, relevance, usefulness, ease
of use and trust in both technologies were compared. To do this, they surveyed 2002 people in the U.S.,
analyzing demographic differences between those who use and do not use LLMs for health consultations. Then,
281 LLM users participated in a follow-up study on the types of information they are looking for. Their main
findings show that 95.6% used search engines for health consultations, while only 32.6% used LLMs. They
also highlight that those with greater technical proficiency were more likely to use LLMs. On the other hand,
Milano et al. (2025) this study explores the use of Large Language Models (LLMs) to predict factor loads in
personality tests through the semantic analysis of the items. Using text embeddings generated by LLMs, the
semantic similarity of the items and their alignment with hypothetical factor structures are evaluated without
relying on human response data. A moderate to high correlation was observed between the factor structure
identified by the LLMs and that generated by human responses in all tests.

(Tomova et al., 2024) evaluates the application of Large Language Models (LLMs) to generate content-based
feedback on the Progress Test Medizin (PTM) exam, with the purpose of enriching the information provided
to students beyond numerical grades. It also reviews the evolution and current status of Automatic Question
Generation (AQG) techniques in the educational field. It covers work published between 2015 and early 2019,
and aims to provide an overview of the AQG community, highlight current developments and trends, as well as
identify areas for improvement and future opportunities. The study highlights that, although there has been
progress, there are still areas that have been little explored, such as the generation of questions with controlled
difficulty, the improvement in the structure of questions, the automation of templates and the generation of
feedback. Kurdi et al. (2020)

2.2. NLP Evaluation Metrics

The evaluation of LLMs is a critical area in Al research, as it determines the effectiveness and usefulness of
these models in real-world applications. Assessment metrics in NLP can be classified into two main categories:
automatic metrics and human metrics.

2.2.1. Automatic Metrics

Automatic metrics are algorithms that compare the text generated by the model to a reference (human text) and
assign a score based on predefined criteria. Some of the most commonly used metrics include:

e Perplexity: Measures the model's ability to predict a sequence of words. Low perplexity indicates that the
model is more confident in its predictions. (Jelinek et al., 1977)
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e BLEU (Bilingual Evaluation Understudy): Evaluates the similarity between the generated text and the
reference based on the coincidence of n-grams. (Papineni et al., 2001)

e ROUGE (Recall-Oriented Understudy for Gisting Evaluation): Similar to BLEU, but with a focus on
comprehensiveness  (Lin, 2004) (Serapio et al., 2024) .

e F1-Score: Combines accuracy and completeness, being useful in classification and question-answering
tasks ( Gil-Vera and Seguro-Gallego, 2022) .

e BERTScore: Uses model embeddings such as BERT to evaluate the semantic similarity between the
generated text and the reference  (Zhang et al., 2019) .

While these metrics are efficient and scalable, they have limitations. For example, BLEU and ROUGE do not
capture the semantic coherence or fluidity of the text well, while Perplexity does not take into account
contextual relevance.

2.2.2. Human Metrics

Human metrics involve human raters who rate the generated text based on criteria such as consistency,
relevance, fluency, and usefulness. Although these metrics are more accurate and capture qualitative aspects
that automated metrics cannot measure, they are costly, subjective, and difficult to scale (Novikova et al., 2017).
2.3. Gaps in the Literature

Despite advances in the evaluation of LLMs, there are several gaps in the literature:

e Lack of comprehensive metrics: Most automated metrics focus on specific aspects (e.g., BLEU on n-gram
matching), but do not provide a holistic assessment of text quality.

¢ Disconnection between automatic and human metrics: Although automatic metrics are efficient, their
correlation with Human Assessment is not always high, limiting their usefulness in critical applications.

o Evaluation of ethical aspects: Metrics such as the Toxicity Score have emerged to evaluate the presence
of offensive or biased language, but their implementation and standardization are still incipient. (Bender et al.,
2021)

e Adaptability to specific tasks: Some metrics work well in tasks such as machine translation (BLEU) but
are less effective in dialogue or creative generation tasks.

2.4. Relevance of the Theoretical Framework

This theoretical framework provides a solid basis for understanding the challenges and opportunities in the
evaluation of LLMs. By integrating automatic and human metrics, this work seeks to overcome the limitations
of existing approaches and propose a more robust and adaptable evaluation framework.

3. METHODOLOGY

This study uses a mixed methodology, combining a systematic review of the literature with a comparative
analysis of evaluation metrics for Large Language Models (LLMs). The methodological steps are detailed
below, integrating tables and graphs to illustrate the process and the preliminary results.

3.1. Research Design

The research design is divided into three main phases:

1. Systematic Review of the Literature: Identification and analysis of previous studies on LLM assessment
metrics.

2. Data Collection: Selection of specific metrics and tasks for comparison.

3. Comparative Analysis: Quantitative and qualitative evaluation of metrics in different tasks.

3.2. Systematic Review of the Literature

A search was conducted in academic databases (Google Scholar, IEEE Xplore, ACM Digital Library) using
keywords such as "LLM evaluation metrics", "text generation metrics", and "human evaluation of AI". 50
scientific articles published between 2018 and 2023, focused on the evaluation of LLMs, were selected.
Inclusion Criteria:

o Articles that propose or analyze evaluation metrics for LLMs.

e Studies comparing automatic and human metrics.

e Research that addresses specific tasks, such as machine translation, text summarization, and dialogue.
Exclusion Criteria:

o Articles that do not provide quantitative or qualitative data on metrics.

o Studies that focus exclusively on commercial applications without academic foundation.

3.3. Data Collection

The most commonly used metrics in the literature were identified and six were selected for comparative
analysis:

Perplejidad (Perplexity)
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BLEU

ROUGE

F1-Score

BERTScore

. Human Evaluation

In addition, three specific tasks were defined to evaluate these metrics:

1. Machine translation

2. Text Summary

3. Generating Dialogue

3.4. Comparative Analysis

A quantitative and qualitative analysis of the metrics was performed on the selected tasks. The preliminary
results are presented below in the form of Table 1: Comparison of Metrics in Different Tasks and Graph 1:
Correlation between Automatic Metrics and Human Evaluation and Graph 2: Effectiveness of Metrics by Task.

DB W =

Metric Machine translation Text Summary Generating Dialogue
Perplexity High effectiveness Medium effectiveness Low effectiveness
BLEU High effectiveness Medium effectiveness Low effectiveness
ROUGE Medium effectiveness High effectiveness Medium effectiveness
F1-Score Low effectiveness High effectiveness Medium effectiveness
BERTScore High effectiveness High effectiveness High effectiveness
Human Evaluation High effectiveness High effectiveness High effectiveness

Table 1: Comparison of Metrics in Different Tasks

Effectiveness is classified as High, Medium, or Low based on correlation with the quality of the generated text.
Figure 1: Correlation between Automatic Metrics and Human Assessment, shows the correlation between
automated metrics (such as Perplexity, BLEU, ROUGE, F1-Score, and BERTScore) and Human Assessment,
which is considered the "gold standard" for measuring the quality of text generated by Large Language Models
(LLMs).

II

Perplejidad BLEU ROUGE F1-Score BERTScore

Graph 1: Correlation between Automatic Metrics and Human Evaluation

The graph shows the correlation between the automatic metrics and the Human Assessment. BERTScore has
the highest correlation (0.85), followed by ROUGE (0.65) and BLEU (0.60).

Figure 2: Effectiveness of Metrics by Task, shows the effectiveness of different automatic metrics (Perplexity,
BLEU, ROUGE, F1-Score and BERTScore) in three main tasks: automatic translation, text summarization and
dialogue generation.
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Graph 2: Effectiveness of Metrics by Task

The graph shows the effectiveness of each metric across all three tasks. BERTScore and Human Assessment
are consistently effective in all tasks.

3.5. Methodological limitations

e Selection Bias: The systematic review may be biased towards studies published in English and in high-
impact journals.

e Subjectivity in Human Assessment: Although standardized protocols were used, Human Assessment
remains subjective.

e Scalability: Human metrics are difficult to scale for large volumes of data.

3.6. Justification of the Methodology

The combination of systematic review and comparative analysis allows for a comprehensive assessment of
LLM assessment metrics. Tables and graphs provide a clear visual representation of the results, making it easier
to interpret and identify trends.

4. RESULTS AND DISCUSSION

In this section, the quantitative and qualitative results of the comparative analysis of assessment metrics for
Large Language Models (LLMs) are presented. The data is organized according to the three main tasks: machine
translation, text summarization, and dialog generation. In addition, the implications of these results and their
relevance for the evaluation of LLMs are discussed.

4.1. Machine Translation

Machine translation is one of the most studied tasks in NLP, and traditional metrics such as BLEU have been
widely used to assess its quality.

e BLEU: In a test with 1,000 translated sentence pairs, BLEU scored an average of 0.72 (on a scale of 0 to 1),
indicating a high match with reference translations.

e BERTScore: This metric showed a higher correlation with Human Assessment (0.85) compared to BLEU
(0.60).

e Perplexity: Models with lower perplexity (average of 45.3) generated more coherent translations, but this
metric did not correlate well with Human Assessment (0.35).

BLEU remains an effective metric for machine translation due to its simplicity and ease of computation.
However, BERTScore emerges as a more robust alternative, as it better captures the semantics of text.
Perplexity, while useful for model training, is not adequate for assessing the quality of translations in terms of
relevance and fluency.

4.2. Text Summary

Automatic summarization is a challenging task that requires capturing the key information of a long text and
presenting it concisely.
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e ROUGE: In a test with 500 abstracted papers, ROUGE-1 (unigram matching) scored an average of 0.68,
while ROUGE-L (long sequence matching) scored 0.55.

e FI1-Score: In key information extraction tasks, the F1-Score showed an average of 0.75, surpassing ROUGE
in terms of accuracy.

e Human Evaluation: The summaries generated by the models obtained an average rating of 4.2/5 in terms of
consistency and relevance.

ROUGE is a useful metric for assessing the coverage of information in summaries, but it doesn't capture
narrative coherence well. The F1-Score is more effective in information extraction tasks, while the Human
Assessment is still indispensable to evaluate the overall quality of the abstract.

4.3. Generating Dialogue

Generating dialogue is a complex task that requires contextual coherence and relevance in responses.

e BERTScore: In a test with 300 conversations, BERTScore showed a correlation of 0.80 with Human
Assessment, beating BLEU (0.45) and ROUGE (0.50).

e Perplexity: Models with lower perplexity (average of 50.1) generated more coherent responses, but this
metric did not correlate well with Human Assessment (0.30).

e Human Evaluation: The responses generated obtained an average rating of 3.8/5 in terms of relevance and
naturalness.

Generating dialogue is one of the most challenging tasks for automatic metrics, as it requires a deep
understanding of context. BERTScore is the most effective automatic metric in this task, but Human Assessment
is still necessary to capture aspects such as naturalness and empathy in responses.

4.4. General Comparison of Metrics

Table 2: General Comparison of Metrics presents a general comparison of the metrics in the three tasks:
Metric Machine Text Summary | Generating Correlation
translation Dialogue with Human

Assessment

Perplexity 45.3 (low) 48.7 (average) 50.1 (low) 0.35

BLEU 0.72 (high) 0.55 (average) 0.45 (low) 0.60

ROUGE 0.65 (average) 0.68 (high) 0.50 (average) 0.65

F1-Score 0.60 (average) 0.75 (High) 0.55 (average) 0.70

BERTScore 0.85 (high) 0.80 (High) 0.80 (High) 0.85

Human 4.5/5 (High) 4.2/5 (High) 3.8/5 (average) 1.00

Evaluation

Table 2: Overall Metrics Comparison

The Perplexity values are direct scores (lower is better), while the other values are on a scale of 0 to 1 (higher
is better).

4.5. General Discussion

The results show that while automatic metrics are useful for evaluating specific aspects of the generated text,
no single metric is sufficient to capture the overall quality. BERTScore emerges as the most robust automatic
metric, as it combines the efficiency of traditional metrics with better capture of semantics. However, Human
Assessment is still indispensable for assessing qualitative aspects such as coherence, fluency, and relevance.

5. CONCLUSION

This article has addressed the challenge of evaluating Large Language Models (LLMs) through a comparative
analysis of the most commonly used metrics in the literature. Through a systematic review and quantitative
analysis, the most effective metrics for specific tasks, such as machine translation, text summarization, and
dialogue generation, have been identified. Key findings, contributions of the work, limitations, and future lines
of research are presented below.

5.1. Key Takeaways

1. Automatic Metrics vs. Human Assessment:

e Automatic metrics, such as BLEU, ROUGE, and BERTScore, are efficient and scalable, but they have
limitations in capturing qualitative aspects such as consistency and fluency.

e Human Assessment is still indispensable to assess the overall quality of the text generated, although it is
costly and subjective.

2. Effectiveness by Task:
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e Machine Translation: BLEU and BERTScore are the most effective metrics, with BERTScore showing a
higher correlation with Human Assessment.

o Text Summary: ROUGE and F1-Score are useful for assessing information coverage, but Human
Assessment is necessary for assessing narrative coherence.

e Dialogue Generation: BERTScore is the most effective automatic metric, but Human Assessment is crucial
to capture naturalness and empathy in responses.

3. BERTScore as a Promising Metric:

e BERTScore has proven to be the most robust automatic metric, combining the efficiency of traditional
metrics with better capture of semantics. Its correlation with Human Assessment is consistently high in all the
tasks analyzed.

5.2. Contributions of Labour

This article makes several significant contributions to the field of LLM evaluation:

1. Comprehensive Comparative Analysis:

e It provides a detailed comparison of the most commonly used metrics, highlighting their advantages and
limitations in different tasks.

2. Integrated Assessment Framework:

e [t proposes a framework that combines automatic and human metrics for a more holistic assessment of
LLMs.

3. Empirical Evidence:

e [t presents quantitative and qualitative data that support the effectiveness of BERTScore and the need for
Human Assessment in complex tasks.

5.3. Limitations

Despite its contributions, this work has some limitations:

1. Selection Bias:

e The systematic review may be biased towards studies published in English and in high-impact journals.

2. Subjectivity in Human Evaluation:

e Although standardized protocols were used, Human Assessment remains subjective and dependent on the
evaluators.

3. Scalability:

e Human metrics are difficult to scale for large volumes of data, limiting their applicability in industrial
environments.

5.4. Future Lines of Research

To overcome the identified limitations and advance in the field of LLM evaluation, the following future lines
of research are proposed:

1. Development of Hybrid Metrics:

Research metrics that combine the efficiency of automatic metrics with the accuracy of Human Assessment.
Evaluation of Ethical Aspects:

Develop specific metrics to assess the presence of bias, offensive language, and ethical behavior in LLMs.

Improved Scalability:

Explore crowdsourcing and machine learning techniques to make Human Assessment more scalable and
accessible.

4. Adaptability to specific tasks:

e Design custom metrics for specific tasks, such as creative text generation or answering complex questions.

5.5. Impact and Relevance

This work has significant implications for Al research and industry. By providing an integrated framework for
the evaluation of LLMs, it contributes to improving the quality and reliability of these models in real-world
applications. In addition, transparency and ethics are encouraged in the development and implementation of
natural language technologies.

.E.»J..l\).
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