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ABSTRACT 

In computing domains where services are integrated into computer systems and technologies, as well 

as everyday activities, the problem of dependable service composition remains one of the most 

challenging problems to solve. The dependability of the service can be degraded due to dynamic 

unavailability, network or system failure, or unstable conditions which can have significant negative 

impact on customers and application performance. We focus on attempts to solve the issues of service 

composition and service coordination based on fault-tolerant approaches and discuss how they relate to 

self-organization mechanisms. This paper addresses these challenging problems by providing complete 

architecture for these environments. The architecture employs both proactive schemes, such as policy-

based planning and real-time fault detection, as well as reactive ones, including adaptive reconfiguration 

of services and partial failure redundancy. First, we describe the characteristics of the underlying 

pervasive systems, expose gaps in the existing solutions, and propose a suitable architecture. My goal 

was to create modular and elastic solutions that would enhance the capability for system augmentation 

and integration through the development of plug-ins. Applying these adaptations to these domains leads 

to a significant decrease in service interruption and an increase in their resilience. Moreover, I will 

demonstrate a case study of comprehensive, controlled deployment, highlighting the provided guided 

framework. The outcomes demonstrate significant improvements in service persistence and system 

robustness, providing a solid foundation for dependable service compositions in complex and evolving 

systems. 

Keywords: Fault-tolerant service composition, Ubiquitous computing, Service reliability, Adaptive 

fault handling, Dynamic environments, Resilient architecture. 

 

I. INTRODUCTION 

 

Previously merely envisioned, ubiquitous computing as a paradigm has attained a greater level of sophistication in the 

form of technology-enabled computing devices and services seamlessly integrated into our environment and daily 

activities [1]. This development comes with the challenge of creating sophisticated service-oriented architectures 

characterized by high complexity, fault tolerance, reliability, scalability, and adaptability. Because services are 

dynamically composed from distributed and heterogeneous components, achieving operation without interruption 

(seamless) despite failures has become a fundamental requirement. Hence, within the context of these environments, 

the composition of fault-tolerant services is crucial to enable continued activity and service delivery in pervasive 

computing environments [3]. 

Fault tolerance is defined as the ability of a system to continue operating properly in the event of a failure of one or 

more of its components [5]. In ubiquitous computing, where systems are context-aware and highly distributed, service 

compositions may face an unprecedented range of faults, spanning device unavailability, network disconnections, and 
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runtime execution errors in services. Unlike in most systems, these failures tend to be much harder to anticipate and 

often temporary, which renders rigid or static fault-handling approaches insufficient [9]. More recent studies suggest 

a lack of adaptive, context-sensitive response strategies that can autonomously handle service disruptions without 

human intervention [17]. 

Although the issue is gaining awareness, most existing frameworks and methodologies lack the required flexibility or 

are too complex for application in day-to-day systems. Gaps in current solutions, including lack of dynamic 

reconfiguration support, absence of built-in monitoring, and excessive resource consumption have been noted. These 

shortcomings certainly motivate the need for a dependable, modular, and effective fault-tolerant service composition 

framework [18]. 

This paper aims to develop and analyze a comprehensive framework that addresses these issues. Our system integrates 

services that enhance continuity in dynamic contexts, including proactive supervision, adaptive fault recovery, and 

modular design principles [20]. This work aims to validate, through a simulation-based evaluation followed by an 

actual case study, the practicality and effectiveness of the approach. Ultimately, our goal is to enhance the reliability 

of service-based applications in dynamic, ubiquitous computing environments. 

Key Contributions: 

• Creating a scalable framework for dealing with multiple faults simultaneously in changing environments. 

• Obtained a computation working in the real time SUS framework which estimates service usefulness based 

on multiple factors. 

• Created self-contained observing units for monitoring the system for faults, identifying them, and providing 

diagnoses. 

• Integrated both approaches to guarantee uninterrupted service restoration after assistance is provided. 

• Performed experiments and case studies to measure if the framework's reliability, recovery time, and overall 

practicality is within acceptable limits. 

This paper focuses on the problem of providing fault-tolerance in service composition for ubiquitous computing 

platforms. The dynamic nature of distributed systems poses a significant challenge, which is highlighted in the 

Introduction as a problem area requiring great attention and reliability. The Literature Survey reviews approach to 

fault tolerance and highlights, in particular, the lack of adaptability and scalability as gaps in the existing literature. In 

the Proposed Method section, we describe a modular framework that combines proactive and reactive measures of 

real-time fault detection and recovery. The Results and Discussion section consolidates work done by evaluating the 

framework and significantly improving system reliability and recovery processes. The Conclusion describes the 

contribution made and outlines further work needed to be done on the systems aimed at increasing fault tolerance in 

pervasive systems. 

 

II. LITERATURE SURVEY 

 

The domain of adaptive and predictive fault management in ubiquitous computing has received attention in the context 

of fault-tolerant service composition [7]. In 2023, a study introduced a context-sensitive lightweight model that 

identifies service behavioral patterns to prevent and predict failures [11]. Such a preemptive strategy enhances service 

responsiveness and staves off total breakdowns. At the same time, another research study conducted in 2022 developed 

a decentralized fault monitoring and correction system intended for dynamic environments, as centralized solutions 

are slow and not scalable[4]. This change is a move away from static, self-correcting systems toward anticipatory fault 

management. 

Recent developments in artificial intelligence have proven useful in enhancing fault detection and recovery techniques 

[2],[3],[29],[5-10]. In a 2021 study, a reinforcement learning approach was employed for service reconfiguration, 

wherein systems dynamically adjusted to new conditions in real-time based on prior failures [16-19]. This enables 

enhanced service continuity, even in highly dynamic environments. In another 2024 study, a new hybrid AI model that 

integrated neural networks with symbolic reasoning was proposed [29],[5],[6]. This model not only more accurately 

pinpointed the underlying causes of faults but also automatically calculated optimal resolution pathways, thereby 

minimizing service interruptions and improving the system's intelligence over time[30]. 

Achieving fault tolerance in service composition is especially important with regard to scalability and energy 

efficiency for resource-constrained devices, such as those found in IoT networks [8]. An approach presented in 2023 

introduced a fault handling protocol that reduces the resource allocation overhead of failure recovery to only what is 

necessary[33]. A follow-up study in 2025 expanded upon this by introducing an energy-efficient recovery focus in 

mobile edge environments, where power and connectivity are not always readily available. These methodologies 
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enable pervasive systems to maintain fault tolerance while minimizing the use of hardware resources with limited 

capabilities [12-15]. 

The incorporation of cyber security into fault tolerance frameworks has become increasingly common in contemporary 

research [28]. One study from 2021 proposed a secure service Continuity layer that can autonomously detect and 

mitigate faults while preserving the confidentiality and integrity of data protection [13-21]. This is especially important 

when dealing with sensitive data that is shared across distributed nodes [23]. A subsequent 2022 work built upon this 

innovation by adding trust with blockchain technology for fault recovery [14-15]. Blockchain guarantees service 

recovery operations due to its immutability and transparency, making these processes verifiable and impervious to 

alteration, which is crucial in critical infrastructure applications [22]. 

In ubiquitous computing, flexibility and adaptability emerge as fundamental requirements in service composition 

frameworks [26]. A modular middleware architecture proposed in 2024 facilitates context-aware fault recovery 

policies that can be modified on the fly as a result of real-world events or human interactions [32]. This supports 

systems in sustaining operational continuity while changing adaptive to shifting dynamic conditions [24]. A 2023 

study analyzed the implementation of microservices in an event-driven architecture that identifies and dynamically 

applies recovery mechanisms[25]. This design enhances fault tolerance in large, loosely coupled systems, where 

components must be highly independent yet interoperable [27]. 

 

III. PROPOSED METHOD 

 

In the context of ubiquitous computing, which involves inherently distributed systems that are dynamic and resource-

constrained, reliable service composition is a vital objective. A service composition technique is presented in this work 

that preserves continuous service availability in the presence of runtime device heterogeneity and faults. The 

framework aims for autonomy by being able to self-monitor system state, self-diagnose, self-isolate, and self-restore 

service workflows without human involvement. It uses decentralized monitoring agents that span multiple platforms 

and collect performance data in real-time. Such an agent can submit performance data to an intelligent wellness 

maintenance supervisor who monitors the system and applies predictive algorithms to assess overall system health. 

With the context of performance in mind, services are selected contextually through adaptive rebinding, ensuring that 

minimal resources are consumed. This approach enhances service persistence even under mobility and edge devices. 

Moreover, system responsiveness is improved by allowing active fault resolution, thus mitigating impact experienced 

by users. As a whole, approaches of this nature add lightweight solutions to pervasive surrounding technologies. 

The proposed adaptable framework shifts away from traditional static approaches because it is capable of responding 

to the ever-changing conditions of elemental ecosystems. It utilizes modularity in its architecture to cater to changes 

in context, service resources, and device movement. The system's deep coupling with cloud and edge infrastructures 

enables hybrid deployment service orchestration across other remote domains, which aids in multifunctional form 

integration. Even with partial system malfunctions, uninterrupted service is maintained due to real-time composition 

re-evaluation strategies. Its architecture enables advanced proactive systems to be more reliable by leveraging past 

failures to predict services that are likely to undergo obsolescence. The implementation of a balance between 

responsiveness and effectiveness enables the system to function optimally in environments that rely heavily on trust, 

scalability, and self-governance. Examples of these environments are smart cities, intelligent healthcare, and industrial 

IoT. The model offers extreme simplicity alongside extreme adaptability, tailoring it for advanced elemental systems. 

It establishes a new paradigm for fault-aware computing where resilience is dictated by failure context. 

Pivotal to the execution of the proposed framework is an ongoing evaluation of the service's health and performance 

within the composition for timely fault detection and recovery. This is achieved by assigning a dynamic utility score 

to each candidate service based on key quality attributes, including reliability, availability, and latency. With the 

support of the utility score, the system can select and rank the optimal service instance in real-time. Through weighted 

factors, the framework adjusts the significance of determined attributes according to the operational context or user 

needs. This evaluation approach ensures that faults are swiftly addressed by switching to the most reliable alternative 

service to minimize service interruptions. 

The following describes how to compute the Service Utility Score (SUS) of each service i: 

 

𝑆𝑈𝑆𝑖 =  𝑊1 . 𝑅𝑖 + 𝑊2. 𝐴𝑖 −  𝑊3. 𝐿𝑖    (1) 

where: 

• 𝑅𝑖  𝑟eliability score of service i. 

• 𝐴𝑖  availability of service i. 

• 𝐿𝑖  average latency of service i. 
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• 𝑊1, 𝑊2,𝑊3   weighting coefficients reflecting the relative importance of reliability, availability, and latency 

respectively. 

The Equation 1 scoring model allows for the assessment of a given service's quality in a quantitative manner, as a 

number of metrics can be transformed into a single utility score. Reliability 𝑅𝑖measures the expected value of a service 

not failing for a given interval, whereas availability 𝐴𝑖  
also measures the value of time during which the service can 

be used. Latency 𝐿𝑖refers to the expected delay time when invoking a service. With this framework, it is possible to 

assign lower weights to latency for many real-time applications or higher weights to reliability for critical tasks. The 

system must recompute SUS for all other services in the event of a fault, for example, when latency exceeds a specific 

level, such as a set threshold or the service stops responding. The service with the greatest SUS will be the one that 

enables instant attachment, thus supporting uncontrolled fault recovery. This dynamic and context-aware ranking is 

crucial for providing adaptive resilience and dependability in service compositions within highly volatile ubiquitous 

computing environments. 

The self-healing algorithms for service composition employ a meticulously crafted iterative approach that strategically 

ensures fault recovery, uninterrupted service continuity, and swift restoration. The first step involves registering 

services and their functional and non-functional attributes in a service repository a comprehensive repository that 

houses distinct services. Availability, latency, and throughput, among other metrics, are also monitored in real-time 

as the service repository is updated by monitoring agents. In the event of timeouts, erroneous outputs, or lack of service 

response, the system triggers a fault event and invokes the diagnosis engine. The diagnosis engine is responsible for 

analyzing the collected logs and runtime, scrutinizing the available metrics to identify the nature and root cause of the 

fault. The framework uses the Service Utility Score (SUS) formula to reassess candidate services and determine the 

most appropriate choice. Experience degradation is avoided by dynamic rebinding, which shifts to the highest-ranked 

service on the list. Knowledge bases are updated through the logging of faults and corresponding recovery actions 

taken by the system, allowing the system to continuously learn and adapt to the prevailing conditions. Enhancing the 

system's adaptability in dynamic, ubiquitous computing environments, through the addition of multi-looped feedback, 

boosts the entire framework's resilience. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Hierarchy of Fault Tolerance Techniques. 

Figure 1 delineates a well-structured taxonomy of fault tolerance methods which is divided into “Proactive” and 

“Reactive” categories. The former includes self-healing mechanisms that resolve issues autonomously, preemptive 

migrations of tasks or data thought to be at a risk of failing, and system rejuvenation whereby refreshing a system 

periodically reduces the errors accumulated over time. In contrast, reactive methods wait for a failure to occur before 

attempting to address it, such as with checkpoint restart where the system returns to a certain saved state after a failure, 

or job migration which involves moving a task that has failed to an active and operational component; replication, in 

this context, refers to the provision of duplicate copies of data or components for use in case of failures. 
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Figure 2: Hierarchical Fault-Tolerant Control Architecture. 

Figure 2 provides an exemplification of distinct three levels in a hierarchical architecture of fault-tolerant control 

designed to manage system resilience. Level 1 Control, or the foundational base called the 'level 1 control' has a core 

operational loop which consists of closed-loop controller servicing, acting, a plant, and a sensor together for 

maintenance of system performance. A level that oversees this base is L2: Fault Diagnosis & Accommodation. This 

level is critical as its responsibility entails monitoring system variables to detect, isolate, and identify every sort of 

fault. This level begins "accommodation" in the case of fault detection, which entails reconfiguring or modifying the 

level 1 components in a manner that allows operation irrespective of the anomaly. Accommodation strategies are 

executed on this mid-level. Moving all the way up to level 3 gives us supervision. Level 3: Supervision is considered 

the highest tier of this hierarchical architecture. This multi-layered design ensures robust fault management while 

increasing versatility and maintaining system functionality when exposed to disturbances. 

 

 

 

IV. RESULTS AND DISCUSSION 

 

Assessment of the provided fault-tolerant service composition framework illustrates its potential to improve the 

dynamic resilience of systems in ubiquitous computing environments. Our experiments focus on three key metrics: 
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service dependability, fault recovery time, and system resource cost. Through changes to service delivery in response 

to various faults by comparing the proposed framework against a baseline approach, improvements as evaluated using 

predefined metrics for interruption-free service delivery can be noted. The results conclusively show that adaptive 

service reconfiguration coupled with nigh real-time monitoring makes the system less incapacitated for longer periods 

and facilitates faster recovery from faults. While there is a marginal rise in the consumption of resources, the 

framework is still deemed efficient for resource-hungry devices. The defined constraints of the framework are 

balanced responsiveness and opacity organizational pervasiveness are indeed met within these conclusions. 

 

Table 1: Performance Comparison of Fault-Tolerant Service Composition Framework 

 

Metric Baseline Framework Proposed Framework 

Service Reliability (%) 80.5 90.2 

Average Recovery Time (s) 15.5 11.2 

CPU Utilization (%) 14.8 16.3 

Memory Usage (%) 19.1 20.5 

 

Table 1 displays the important performance metrics with respect to the baseline and the proposed frameworks. 

Adaptive rebinding and fault detection mechanisms improve service reliability by almost 9.7%, showcasing their 

effectiveness. Recovery time, on the other hand, is better than 27% which implies faster restoration of services after 

faults occur. There is an increase in CPU and memory usage of approximately 1.5% and 1.4%, but these are still 

reasonable trade-offs given that the system retains its light-weight structure ideal for edge and mobile devices. 

 
Figure 3: Performance Comparison of Fault-Tolerant Framework 

In Figure 3, the baseline and the proposed fault-tolerant service composition frameworks are compared to evaluate 

their performance on core metrics. The serviced relates on diagram demonstrate that the proposed framework 

increased service reliability from 80.5% to 90.2%. This indicates that the proposed framework is better at maintaining 

service availability. Furthermore, average recovery time post faults have improved from 15.5 seconds to 11.2 seconds, 

which shows adaptive recovery and quicker fault detection. Although the proposed framework adds a marginal rise to 

CPU and memory consumption, the resource costs are low and quite realistic when accounting for improved 

dependability and responsiveness. In general, figure three proves that the system proposed in this work balance’s fault 

tolerance with resource usage more effectively than existing systems in dynamic ubiquitous computing environments. 

 

V. CONCLUSION 

 

This study came up with a robust service composition framework focused on ubiquitous computing environments. 

The system increases service reliability and minimizes recovery time with adaptive monitoring and dynamic 
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reconfiguration. Results indicate an improvement in reliability from 80.5% to 90.2%, and recovery time decreased by 

more than 25% from previous benchmarks. Resource expenditure did slightly increase, but the impact is negligible 

compared to the recovery benefits. The framework achieves fault-tolerant service composition while maintaining 

continuous service despite failures. Enhanced modularity improves scalability and flexible deployment across diverse 

platforms. Real time fault diagnosis algorithms and a utility-based service selection approach ensure resilience under 

dynamic conditions. These results validate the framework's feasibility for use in pervasive systems. AI-powered fault 

anticipation is the focus of ongoing research, together with integrating other IoT resources for stronger fault tolerance. 
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